Overview, Schedule &
Requirements



What are neural networks?

* (Artificial) Neural Networks are a Machine Learning model, “inspired”
by the network of biological neurons in the brain.

* Adept at diverse tasks.

* Able to process large corpora of data, of different formats.
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A (very) brief history of neural networks

1943: McCulloch & Pitts model of biological
neurons.

1957- Rosenblatt’s Perceptron.
1969- First wave dies out. ®
1984- Backpropagation.

1989- CNNs introduced.

1995(ish)- Alternate ML models outperform.
Second wave dies out.®

2010’s- Successes in ImageNet Large Scale Visual
Recognition Challenge.
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Perceptrons (Neanderthal Neurons)
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Imagine using two features to separate cats and dogs

domestication

from wikipedia
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What if we have a new data point?
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What if we have a new data point?

We can add another perceptron
to help (but does not yet solve
from wikipedia the pI'OblCI‘Il)
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What if we have a new data point?
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Hierarchical, Feature Representation Learning




Multi-Layer Perceptron
(aka Dense/Fully Connected Neural Network)
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What is a neural network

() output: ¥ = c(W'a(WX + b) + b")
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Training a neural network

* Forward Pass: Take a batch of data, process data through
all the layers to get (current) predictions.
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