
Overview, Schedule & 
Requirements



What are neural networks?
• (Artificial) Neural Networks are a Machine Learning model, “inspired” 

by the network of biological neurons in the brain.

• Adept at diverse tasks.

• Able to process large corpora of data, of different formats.



A (very) brief history of neural networks

• 1943: McCulloch & Pitts model of biological 
neurons.
• 1957- Rosenblatt’s Perceptron.
• 1969- First wave dies out. L
• 1984- Backpropagation.
• 1989- CNNs introduced.
• 1995(ish)- Alternate ML models outperform. 

Second wave dies out.L
• 2010’s- Successes in ImageNet Large Scale Visual 

Recognition Challenge.



Perceptrons (Neanderthal Neurons)











Hierarchical, Feature Representation Learning



Multi-Layer Perceptron 
(aka Dense/Fully Connected Neural Network)



What is a neural network
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Training a neural network

• Forward Pass: Take a batch of data, process data through 
all the layers to get (current) predictions. 

• Backward Pass: Compute error on predictions, 
Then compute the contribution of each parameter to the 
error by applying the chain rule,
Apply gradient descent to tweak all the weights.

• Inference: Have trained neural network, 
Have samples that we need to predict,
perform forward pass.


